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Abstract

Background: Assessing the efficacy of Internet interventions that are already in the market introduces both challenges and
opportunities. While vast, often unprecedented amounts of data may be available (hundreds of thousands, and sometimes millions
of participants with high dimensions of assessed variables), the data are observational in nature, are partly unstructured (eg, free
text, images, sensor data), do not include a natural control group to be used for comparison, and typically exhibit high attrition
rates. New approaches are therefore needed to use these existing data and derive new insights that can augment traditional
smaller-group randomized controlled trials.
Objective: Our objective was to demonstrate how emerging big data approaches can help explore questions about the effectiveness
and process of an Internet well-being intervention.
Methods: We drew data from the user base of a well-being website and app called Happify. To explore effectiveness, multilevel
models focusing on within-person variation explored whether greater usage predicted higher well-being in a sample of 152,747
users. In addition, to explore the underlying processes that accompany improvement, we analyzed language for 10,818 users who
had a sufficient volume of free-text response and timespan of platform usage. A topic model constructed from this free text
provided language-based correlates of individual user improvement in outcome measures, providing insights into the beneficial
underlying processes experienced by users.
Results: On a measure of positive emotion, the average user improved 1.38 points per week (SE 0.01, t122,455=113.60, P<.001,
95% CI 1.36–1.41), about a 27% increase over 8 weeks. Within a given individual user, more usage predicted more positive
emotion and less usage predicted less positive emotion (estimate 0.09, SE 0.01, t6047=9.15, P=.001, 95% CI .07–.12). This
estimate predicted that a given user would report positive emotion 1.26 points higher after a 2-week period when they used
Happify daily than during a week when they didn’t use it at all. Among highly engaged users, 200 automatically clustered topics
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showed a significant (corrected P<.001) effect on change in well-being over time, illustrating which topics may be more beneficial
than others when engaging with the interventions. In particular, topics that are related to addressing negative thoughts and feelings
were correlated with improvement over time.
Conclusions: Using observational analyses on naturalistic big data, we can explore the relationship between usage and well-being
among people using an Internet well-being intervention and provide new insights into the underlying mechanisms that accompany
it. By leveraging big data to power these new types of analyses, we can explore the workings of an intervention from new angles,
and harness the insights that surface to feed back into the intervention and improve it further in the future.

(J Med Internet Res 2016;18(8):e241)   doi:10.2196/jmir.5725

KEYWORDS
well-being intervention; big data; qualitative analysis; linguistic analysis; word cloud; multilevel modeling

Introduction

As Internet interventions become increasingly popular—in
research settings, but even more so in industry—they yield large
datasets that can be used for research purposes. These datasets
often fall under the umbrella of “big data,” where big data is
defined as a dataset so large and complex that traditional data
analytic approaches cannot easily handle them [1]. While these
datasets are often not designed upfront to answer research
questions, and therefore often do not have control groups, they
are large in size, are rich in content, and offer a view into the
intervention that allows users to interact with an intervention
naturalistically. Big intervention data, therefore, offer the
opportunity to test interventions in the real world, where
interventions are actually being found by individuals and used
naturalistically. Moreover, since the data are produced during
normal usage, they can be immediately useful as a means for
assessing not only whether the intervention is effective, but also
which aspects and parts of it are more effective than others and
how the intervention can be modified to become more effective.
Such iterative processes take advantage of the short
implementation cycles of software as opposed to more traditional
medical interventions.

Specialized analytic methods are necessary to handle the amount
and frequency of data given for a particular user and to
accommodate a very large number of users. Despite the extra
care needed to analyze big data, there are some substantial
benefits to using a big data approach. First, whereas more
traditional intervention evaluation studies are usually constrained
by budgetary concerns (each participant costs money in order
to encourage retention), openly available products generally
aim to acquire as many users as possible. The resulting potential
sample size is massive and grants the power to do a class of
analyses that could not be considered in a typical study with
100–200 (or even 500–600) users per cell. The large number
of participants also provides enough power for moderator
analyses, which is a capability often available only to
meta-analyses. Second, the sample derived from an existing
intervention potentially has much greater external validity
because of the lack of a highly controlled experimental setting.
Third, by analyzing data outside of the restrictions of a
traditional randomized, controlled design (including unstructured
data such as text produced by users), researchers are opened up
to a new variety of potential research questions [2] and can

directly examine the relationship between spontaneous usage
and outcome.

Of course, the analysis of naturalistic big data has its own
problems, especially in an industry context. Researchers often
have less flexibility in what they can ask participants, because
excessive in-product assessment can reduce retention [1].
researchers are therefore limited to knowing only what
participants tell them over the course of naturally using the
product. Perhaps most problematically, there is no formal control
group. It is easy, therefore, to relegate any data analysis that
springs from a real-world Internet intervention to a lower status
than that from a randomized controlled trial (RCT) [3].
However, some of these issues are addressable with the right
kind of data.

Although there have been write-ups of psychological
interventions that explore efficacy or effectiveness without a
control group, these are largely treated as uncontrolled pilot
studies [4] where no special approach was taken to offer an
alternative to the control group. One common study design in
this context, the cohort study, is essentially a longitudinal study
in which a sample is followed and tracked over time. Watching
outcomes unfold naturally in this way allows researchers to
establish temporal precedence. The hypothesized cause comes
before the hypothesized effect, which is superior to a
cross-sectional study when establishing causality [5]. This type
of design can often yield a more externally valid sample, with
fewer screening criteria or other restrictions to sample
membership, which makes generalization more appropriate.
However, cohort studies are vulnerable to problems with bias,
because the lack of random assignment may mean systematic
differences between those who do well and those who do not.
As such, there is a substantial gap in the literature regarding
rigorous approaches to testing interventions in uncontrolled
settings [2]. There are not yet best practices for doing so.

One possible alternative approach stems from the self-controlled
case series approach, most commonly used in medicine [6,7].
Like in a cohort study, participants are tracked over time in a
self-controlled case series study, but the emphasis is not on
averaging individuals together or on making comparisons
between individuals. Instead, the emphasis is on within-person
changes on (and potentially interactions between) observed
variables [6]. In this study, we applied some of the strengths of
a cohort study with a statistical approach that might be used in
a self-controlled case series study (study 1). Specifically, we
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used ongoing data about user engagement available through a
website and app. Our objective was to conceptualize usage not
as a trait or static variable (eg, user 1 was high usage, user 2
was low usage) but as a dynamic, constantly changing variable
that may be tied to higher or lower outcomes as it varies.
Whereas many RCTs aim to standardize or maximize
engagement (ideally, every participant would show 100%
engagement) [8], multilevel models can harness that variation,
creating a dose-response relationship between behavior and
outcome.

An additional goal was to explore an exciting aspect of big data:
its potential to fuel linguistic analysis of the text produced by
users and entered into a site (study 2). Large amounts of
language can be mined to automatically reveal latent
psychological processes [9,10]. Such analyses can permit us to
examine not only effectiveness, but also processes in ways that
would not be possible without large volumes of text.
Commercial platforms can allow natural language data to accrue
daily, and the text can be mined for broad-scale patterns in
language that reflect a person’s process of improvement. In this
way, our work is an example of an existing literature that uses
passive forms of data collection, such as search behavior and
phone sensors [11], to measure and characterize psychological
constructs and to develop opportunities for targeted intervention
[12].

To summarize, the goal of our study was to broach several
interesting research questions that become possible to ask when
working with a massive, real-world intervention dataset. We
began in study 1 by using multilevel modeling to establish the
overall effects of a Web-based self-help platform on well-being,
tracking the improvement over time as it varied within an
individual [5,13]. By focusing on within-person variation, it
was possible to address a common problem in uncontrolled data
analysis, that is, systematic biases between different users who
exhibit generally high or generally low usage, by emphasizing
how each person’s improvement varied based on his or her
usage. The question shifted from “Did users who get the
intervention improve?” to “Did users feel better during weeks
that they used the intervention more and worse during weeks
that they used it less?”

In line with previous work finding that Internet interventions
are able to improve well-being effectively, we expected that
users would exhibit higher well-being during periods in which
they used the intervention more frequently [14,15]. Consistent
with previous work on the relationship between effort and
outcomes, within any given user, more usage would be
correlated with higher well-being [16]. Furthermore, consistent
with moderator analyses from meta-analyses of behavioral
well-being interventions, we expected that this effect would be
magnified for users who began with lower well-being [17,18].

In study 2, we then used linguistic analysis to gain a descriptive
picture of this effect, that is, to visualize what people were
saying (and, we might extrapolate, what psychological processes
they were experiencing) that might help explain why they
experienced improvements. While our overall hypothesis was
that certain patterns of word usage would be related to

well-being, we did not have specific predictions about which
words might be most strongly associated.

Methods

We drew all data from the user base of Happify, a Web-based
platform that offers techniques grounded in positive psychology,
cognitive behavioral therapy, and mindfulness. Happify can be
used on the Internet, via an app (Android and iOS), or both.
People find Happify through media coverage, word of mouth,
social media, and paid advertising across the Internet.

Consistent with previous research using commercial well-being
apps [19], participants gave semipassive consent by accepting
a user agreement that explained that their data may be used for
research. Specifically, the terms and conditions of Happify
stated that “Information that we collect about you also may be
combined by us with other information available to us through
third parties for research and measurement purposes, including
measuring the effectiveness of content, advertising, or programs.
This information from other sources may include age, gender,
demographic, geographic, personal interests, product purchase
activity or other information.”

We assessed 3 demographic questions—age, employment status,
and sex—in all users. A fourth question about number of
children was added later, and therefore only asked of a subset
of users. The dataset contained data from users whose accounts
were created between December 1, 2014 and May 1, 2016, and
the 8-week intervention period began at the time they completed
their first assessment.

Content of Happify
We organized activities into the following 5 categories using
the acronym STAGE: savor (mindfulness activities) [20,21],
thank (gratitude activities) [22,23], aspire (optimism, best
possible selves, goal setting, and meaning or purpose activities)
[24,25], give (kindness, prosocial spending, and forgiveness
activities) [26], and empathize (self-compassion and
perspective-taking activities) [27]. Not all users used the same
activities, as there were many possible ways to progress through
the site. Users selected from many possible tracks, which were
collections of activities that targeted a particular goal or problem,
such as coping better with stress or improving one’s romantic
relationship. Any given track drew activities from several areas
of STAGE, and the track recommended activities to the user on
a daily basis that were customized to his or her particular goal.
Users also received automated reminder emails and mobile
phone notifications (if they used the app). However, users were
not necessarily constrained by a track, either; some chose to
also use a free play section, where they could pick and choose
individual activities as they liked.

Users were able to select from hundreds of variations of 58 core
activities spanning the STAGE categories. However, some
activities were used more frequently than others and were
therefore more likely to be the activities used by those in our
subsamples. One commonly selected activity, “Thx Thx Thx”
(a thank task), asked the user to write down 3 good things that
happened to them that day. One variation, “What Went
Smoothly Today?,” instructed users as follows:
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Think of three things about your day that went better
than usual—maybe your commute to work was
seamless, or you sent your kids off to school without
a fight, or you simply had a little extra time for
yourself. It can be anything—big or small. Jot them
down and add a sentence or two describing why they
made you feel grateful and what, if any[,] role you
played in the experience.

Another activity, called “Savor the Small Stuff” (a savor task),
instructed users to set aside a few moments to give their full
attention to a sensory or cognitive experience. One variation,
called “Smell the Roses,” instructed users thusly:

Indulge each of your senses by savoring something
that’s right in front of you. For example, instead of
walking past the local park in your neighborhood, sit
down on a bench and be mindful as you take in the
surroundings. What do you hear? Are there sights
you’ve never noticed before? What does the air smell
like? You can also practice mindfulness while
savoring an indulgent dessert, or while looking at
some of your favorite photos from good times past.
How did you feel at the time? What did you talk
about? Just be in the moment.

“I Think I Can” (an aspire activity) combined goal setting with
behavioral activation research to get the user working on a goal.
One variation of this activity, called “Mission: Possible,”
instructed the user to

Think hard and narrow in on a goal that will be
reasonable to achieve this week. No more
excuses—aim to complete it this week, but make sure
you pick something that terrifies you just a bit. Look
at whatever’s cramming your ultimate to-do list, from
a home renovation project to updating a blog or
website or charging after new business. Then,
decidedly look that fear in the eye, and without
blinking, roll up your sleeves and get to the task at
hand.

While a few activities on Happify could be done sitting at a
computer (meditation, for example), many activities asked users
to try a new behavior in their everyday lives, then report back
on how it went. Users described what they did and how they
felt about it in a textbox. Some activities specifically asked users
to do the activity on Happify (eg, if a user was supposed to write
down 3 good things that happened to them before bed, then
Happify asked them to actually enter those three things into the
site or app). Others, however, didn’t ask for the results of the
activity itself (eg, if a user wrote a letter to someone expressing
their gratitude, the letter itself would not go into the textbox,
just their reflection on the experience of writing and delivering
the letter). The text we had from users, therefore, was a mixture
of words they used when doing activities and words they used
when talking about their experiences with activities.

Well-Being Assessment
Our primary outcome was well-being, which, consistent with
current thinking on subjective well-being, we split into two
components: positive emotion and satisfaction with life [28].

Due to the proprietary nature of Happify, a new measure (the
Happify Scale) was developed and validated by the last author
(AP) to measure well-being in users. Users were prompted to
take the well-being questionnaire the day after registering, and
again every 2 weeks after that.

The positive emotion subscale of the Happify Scale was
developed based on the Positive and Negative Affect Schedule
[29], which is a self-report survey that measures the extent to
which a person has experienced a variety of both activated (high
arousal) and deactivated (low arousal) positive and negative
emotions. We shortened the survey for practical purposes to 4
sets of emotions: (1) joyous, exuberant, inspired, and awestruck,
(2) serene, grateful, and relaxed, (3) sad, guilty, and lonely, and
(4) angry, anxious, and afraid. For example, a user would be
asked “In the past month, how often have you felt joyous,
exuberant, inspired, or awestruck?” We added the 2 positively
valenced items to the 2 negatively valenced items, reversed
scored, to generate the positive emotion measure. In an internal
validation study on a sample of 559 participants recruited via
Amazon’s Mechanical Turk (Amazon.com, Inc, Seattle, WA,
USA), the positive emotion subscale had acceptable internal
consistency (alpha = .72) and was strongly positively correlated
with the Positive and Negative Affect Schedule (r=.76, P<.001).

We modeled the life satisfaction subscale of the Happify Scale
after the Satisfaction With Life Scale [30] but adjusted it to ask
users about satisfaction with different domains of their life,
including work, leisure, and relationships. For example, a user
would be asked “How satisfied do you feel with the relationships
in your life?” We computed this score as a simple sum. In the
previously mentioned internal validation study, the life
satisfaction subscale had acceptable internal consistency
(alpha=.88) and was strongly correlated with the Satisfaction
With Life Scale (r=.80, P<.001).

Study 1
Previous research has found that continued practice of happiness
activities leads to better outcomes among happiness seekers
compared with those who do not practice on a regular basis
[16]. Therefore, we hypothesized that usage is tied to
improvement, such that users experience higher well-being
scores during periods when they use the site more and lower
well-being scores during periods when they use the site less.
We chose to focus our analysis on the positive emotion subscale
of the Happify Scale, as previous research has shown that life
satisfaction is relatively stable in the short term, while positive
emotion is more susceptible to change [30,31]. Consistent with
previous research, we also expected to see greater improvement
in users with lower well-being to start.

Study 1 Methods

Participants
The sample comprised 152,747 users who completed at least
two well-being assessments. Users were asked to complete a
well-being assessment the day after registration, but some users
did not return after their first visit and therefore were never
offered the assessment. Others chose not to complete the
assessment but kept using the site. Therefore, the sample
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contained users who were moderately interested in the platform
and who were interested in tracking their own well-being.

To examine the possibility of sample bias as a result of
excluding participants with <2 assessments, we compared those
who completed ≥2 assessments (n=152,747) with those who
completed only 1 (n=568,205) on the measure of positive
emotion. Table 1 shows the results. There was no statistically
significant difference between users who completed 1
assessment and users who completed ≥2, and the effect size for
the difference between the means was very small per Cohen d
guidelines [32]. However, when it came to positive emotion,
we did not have the ability to compare users who completed
any number of assessments with users who completed none. It
is still possible (perhaps even likely) that our sample was not
representative of the overall user base in terms of well-being
levels.

We also compared these 2 groups on demographic variables
using chi-square tests and, for the most part, found statistically
significant but practically small differences (see Table 2).
Specifically, compared with users who did not complete ≥2
assessments, our sample had more women, fewer people aged
18–24 years and more people aged 35–44 years and 45–54 years,
fewer students and more people who were employed, more
people without children, and fewer people with children ≥19
years old and with children of different ages. However, most
of these differences are in the 1% to 3% range, and were likely
significant only because of the very large sample size. The only
substantial, and possibly quite important, difference was in the
age of the ≥2 assessment sample. Users who completed ≥2
assessments were significantly older than the overall user base,
with 6% fewer people in the 18- to 24-year age range.

Table 1. Baseline differences on positive emotion measure between the study 1 Happify user sample (completed ≥2 assessments) and users who did
not complete ≥2 assessments.

dP valuedftSDMean scoreaNo.Number of
assessments

.00.997209503.3919.8038.75568,2051

19.3838.56152,747≥2

aScored on a scale of 1–100 in the Happify Scale.
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Table 2. Differences in demographic variables between the study sample (≥2 assessments, n=1,925,376) and those not included in the analysis for
study 1 (1 assessment only, n=152,747).

P valuedfCramer Vχ2≥2 Assessments,
% (n)

1 Assessment,
% (n)

Characteristics

<.0012.051371.56Sex

10% (192,537.60)13% (19,857.11)Male

90% (1,732,838.40)87% (132,889.89)Female

<.0015.074075.98Age range (years)

13.9% (267,627.26)20% (30,549.40)18–24

30% (577,612.80)30% (45,824.10)25–34

28% (539,105.28)24% (36,659.28)35–44

19% (365,821.44)17% (25,966.99)45–54

8% (154,030.08)8% (12,219.76)55–64

1.5% (28,880.64)1.5% (2291.21)≥65

<.0015.121804.80Employment status

3% (57,761.28)3% (4,582.41)Retired

12% (23,1045.12)12% (18,329.64)Self-employed

6% (115,522.56)6% (9,164.82)Unemployed

11% (21,1791.36)14% (21,384.58)Student

62% (1,193,733.12)57% (87,065.79)Employed

7% (134,776.32)7% (10,692.29)Homemaker

<.0015.051714.74Parental status

5.4% (103,970.30)7% (10,692.29)Children ≥19 years

2% (38,507.52)2% (3,054.94)Children 13–18 years

5% (96,268.80)5% (7,637.35)Children 0–12 years

4% (77,015.04)5% (7,637.35)Children of different ages

18% (346,567.68)15% (22,912.05)No children

In summary, when considering to whom this research is
generalizable, it is important to remember that the subsample
we drew from was biased in one key way that may limit
generalizability: our participants were older than the overall
Happify user base. Furthermore, our sample may be biased
when it comes to users’ well-being levels; the data available
suggested not, but we did not have data for users completing
no assessments. Based on previous research, it is likely that
those users were different from our sample in some way.

Baseline Well-Being as a Moderator
On a scale of 0–100, the average positive emotion score among
study 1 users at baseline was 39.03 (SD 19.45) and average life
satisfaction was 52.00 (SD 22.78). However, previous research
suggests that there are two distinct types of happiness seekers:
those who are relatively distressed and those who are relatively
nondistressed [19]. Other work replicates this 2-cluster structure,
typically derived from a positive emotion measure, a life
satisfaction measure, and a depression measure, and suggests
that these different groups may respond differently to happiness
interventions [17]. Specifically, some evidence suggests that
happiness seekers who are more distressed may experience
greater benefit [18]. Therefore, following a similar procedure

used in previous work clustering happiness seekers, we
performed a 2-step cluster analysis in IBM SPSS (version 19,
IBM Corporation) using baseline positive emotion and life
satisfaction scores to sort participants in our sample. Previous
research has found this approach to be robust for use in large
datasets [33,34]. Although we did not have a measure of
depressive symptoms, we hypothesized that using 2 of the 3
measures used previously would still yield a 2-cluster pattern
of division, with one group showing overall higher than average
well-being and the other showing overall lower than average
well-being.

Even without a measure of depressive symptoms, we found the
expected cluster structure. As anticipated, the model yielded
two distinct types of users in the sample: low well-being
(n=69,474), whose mean scores for positive emotion (23.64)
and life satisfaction (32.63) were lower than the sample average;
and high well-being (n=83,273), whose mean scores for positive
emotion (51.05) and life satisfaction (68.01) were higher than
the sample average. Multimedia Appendix 1 displays the
silhouette diagram for the model [35], which describes the model
fit as good. We used this clustered variable as a moderator in
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our effectiveness analysis to see whether Happify affected
distressed users differently from nondistressed users.

Analytic Strategy
We analyzed data in IBM SPSS using a multilevel modeling
procedure originally designed for use in diary data, where
multiple assessments on both the independent and dependent
variables are taken for each individual participant [13].
Multilevel modeling is an advanced form of linear regression
that is ideal for assessing longitudinal data because it is able to
use however few or many assessment points a user has provided
(in other words, it does not discard users with missing data and
instead plots a line for them using whatever data they gave).

In this particular variation of multilevel modeling [36], there
is—like any multilevel model for an intervention—a main effect
for time, which shows how well-being changed over the course
of the 8-week intervention period. We included time in the
model because many intervention studies explore psychological
changes in this way: incrementally, in sequence, over time.
Furthermore, including time is important because it controls for
the possibility that the relationship between usage and outcome
was due only to the passage of time [36]. However, since a main
effect of time was uncontrolled, and is subject to criticisms such
as regression to the mean and confoundedness with usage and
dropout rate, we were especially interested in analyses that look
at well-being as a function of usage. When analyzing usage, we
separated within-person and between-persons variation, and we
assessed both between- and within-person terms separately in
the model. The model, then, yielded estimates for time,
within-person variation (ie, whether a person’s well-being varied
was a function of their using Happify more or less), and
between-persons variation (ie, whether users with an overall
pattern of high usage differed from users with an overall pattern
of low usage) with well-being as the dependent variable.
Therefore, analyses involving usage (within or between) focused
on the short-term impact of usage—during each individual
2-week window—rather than taking place over the entire course
of the 8-week intervention period.

For between-persons terms, we compared people who tended
to use the app more with people who tended to use the app less.
Usage is continuous, not categorical, in this term. A significant
between-persons term would indicate that an overall pattern of
higher usage predicts higher well-being. Between-persons
differences in overall usage patterns were not of primary interest
to us but, rather, were important potential confounding variables
to control for as we explored the impact of within-person
variation. For the within-person terms, a dose-response line
could be calculated for each individual participant, not over
time, but over levels of usage. It examined the relationship
between usage and mood for that individual. Analysis of
within-group effects provided a way to see how a person did at
different “dosages,” and the focus was on their change

within-person, at these different dosages, rather than on
differences between people who got one dose or another. Such
an analysis is not as vulnerable as a between-persons comparison
based on usage (splitting by heavy users vs light users) would
be, as there would likely be systematic differences between the
people in the 2 groups. Because a participant was being
compared with him- or herself, concerns about differences
between users became less salient.

In smaller subsamples, the participants’ individual lines could
be visualized in a “spaghetti plot,” which shows individual
differences in the role of usage on well-being. Spaghetti plots
are a useful adjunct to a statistical model, as they help to
visualize the extent to which the model’s overall slope is
representative of the slope of each individual in the sample.
More simply, they indicate whether the overall slope is
representative of what is happening in the sample. The analysis
set well-being (positive emotion and life satisfaction were
examined separately) as the dependent variable and usage as
the predictor.

All participants had at least two well-being assessments, but
some had up to 5 assessments, spanning 8 weeks. The 8-week
assessment period began from the time users completed their
first well-being assessment. For any time that well-being was
assessed, we calculated a “usage” variable, which we
operationalized as the number of visits to the site in which the
user completed an activity that took place between the last
assessment and the current one. The average number of activities
completed prior to the first assessment was 5 (SD 5.11).
Additionally, we used a baseline clustering for well-being as a
moderator (see above). We tested the predictive power of usage,
as well as the potential interaction of baseline well-being with
usage, with between- and within-persons variation separated.
The analysis, therefore, yielded traditional estimates of how
much the average person improved (a between-persons
approach), but also looked at how usage variation for each
individual predicted his or her well-being (a within-person
approach), generatin a dose-response relationship. In short, it
asked “For any given person, how was their well-being during
time periods that they used Happify more, and during time
periods where they used Happify less?”

Study 1 Results
Table 3 contains the descriptive statistics for the positive
emotion measure, as well as for usage, across each of the time
points. Positive emotion increased by 10.47 points (10.47%)
over the course of the 8-week study period. Usage, which started
relatively high (about 5 visits per week), decreased over time
and by 8 weeks was between 0 and 1. The sample size for
positive emotion changed over time as users dropped out, but
because usage was observed rather than self-reported, data on
usage were available for everyone in the sample, regardless of
compliance with the well-being assessment.
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Table 3. Positive emotiona and usage among a sample of Happify users over the course of 8 weeks.

SDMeanNo.Time point

Positive emotion scores

19.3838.56152,747Baseline

19.6842.46148,7402 weeks

19.8045.2952,1774 weeks

19.7347.4625,4356 weeks

19.6349.0315,1408 weeks

Usage (visits/week)

5.115.19152,747Baseline

11.404.39152,7472 weeks

8.262.06152,7474 weeks

6.451.25152,7476 weeks

5.150.85152,7478 weeks

aScored on a scale of 1–100 in the Happify Scale.

There was a main effect for time that echoed the observed mean
increases in positive emotion. As time passed, positive emotion
improved at a rate of about 1.38 points per week for the average
user (estimate 1.38, SE 0.01, t122,455=113.60, P<.001, 95% CI
1.36–1.41). This suggests an average overall improvement of
11.04 points, or about 27%, over the course of 8 weeks.

There was also a significant impact of usage on overall
well-being compared with users who did not use the platform
as often. On average, high-usage users experienced more
positive emotion (estimate 0.20, SE 0.02, t85,929=11.63, P<.001,
95% CI 0.17–0.23). The significance of this term suggests the
importance of including it as a control variable. However, due
to the way usage was measured (segmented into 2-week chunks,
rather than being cumulative), the estimate yielded by this term
is not meaningful or interpretable for practical purposes.

The results for the within-person terms revealed that for any
given user, more usage predicted more positive emotion and
less usage predicted less positive emotion (estimate 0.09, SE
0.01, t6047=9.15, P=.001, 95% CI 0.07–0.12). This estimate
predicted that a given user would report positive emotion that
would be 1.26 points higher after a 2-week period when they
used Happify daily than after a week when they didn’t use it at
all. On a week-to-week basis, it seems that users got more out
of the site during weeks when they used it often, and less when
they used it rarely.

There was also a significant between-persons usage × baseline
well-being interaction such that people with lower baseline
well-being and who used the site more often experienced the

most improvement compared with high well-being users, or
low well-being users who did not use the site often (estimate
0.20, SE 0.02, t85,929=18.60, P<.001, 95% CI 0.18–0.22). Both
baseline well-being level and usage seemed to interact to
determine improvement. Although, for reasons described above,
the estimate yielded here is not meaningful or interpretable, the
results can be seen in Figure 1, which shows spaghetti plots for
low well-being users (left) and high well-being users (right).
Due to computer memory limitations in rendering the graph,
we created the plot on a randomly selected subset of the data
(n=1505). There were no statistically significant differences
from the overall sample on baseline well-being or demographic
variables, and the pattern of results observed in the sample was
the same. The x-axis is usage (number of visits since the last
assessment), grand mean centered. The y-axis is a best linear
unbiased prediction [37], which is intended to capture random
effects for positive emotion. Each line on the plot represents
the dose-response curve for an individual user; longer lines
indicate users with greater variability in usage. The overall
positive relationship between usage and well-being is visible
in both plots. Furthermore, the graphs indicate that, although
more usage seems to lead to higher well-being for users starting
with low well-being, the benefits of usage on well-being seem
to level off at higher usage levels for some users in the group
with higher starting well-being.

There was not a significant within-person usage × baseline
well-being interaction. Low well-being or high well-being
participants did not show differing levels of sensitivity to usage
(P=.28). The relationship between usage and well-being was
the same regardless of a person’s baseline well-being.
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Figure 1. Spaghetti plot illustrating the impact of usage (number of visits since last assessment, grand mean centered) on positive emotion for Happify
users with low baseline well-being (left) and high baseline well-being (right). Positive emotion is represented with best linear unbiased prediction
(BLUP) scores. Illustrated using a randomly selected subsample of n=1505.

Study 1 Discussion
The results suggest overall improvement across users of Happify
regardless of baseline well-being, with higher usage generally
associated with higher well-being across the board. The average
person using the site improved, with more improvement the
more they used it. However, that improvement seems to be
greater among those who started with lower well-being,
especially on the measure of positive emotion. Thus, users with
more room to grow due to their low well-being experienced
greater changes in well-being when using the site than did their
high well-being counterparts.

It is important to consider some limitations to the study design,
and to temper interpretation of the findings accordingly. The
first is the bias we observed in our sample. Users who completed
≥2 questionnaires, a requirement for inclusion, were substantially
older and may have otherwise been different in ways we could
not assess from users who completed only 1 questionnaire.
While we did not know the well-being level of the great majority
of users who were excluded from the sample (they did not
complete even 1 well-being measure), other studies have
suggested that dropouts may be biased toward lower well-being,
and we also observed bias toward an older demographic. We
also observed substantial drop off over the course of the study,
with only 10% of users completing all assessments; while these
dropout rates are typical in naturalistic Internet intervention,
they also press the limits of what regression can reliably do to
accommodate missing data. We also acknowledge that our
operationalization of usage—the number of visits to the site in
which an activity was completed—is only one of many ways
to quantify usage. For the purposes of our analysis, it was
important to quantify usage every 2 weeks so that each 2-week
period could be analyzed separately. However, in an analysis
that looked at change over time continuously, usage could be
conceptualized cumulatively. For example, a user could have
an ongoing tally of “number of activities completed” that grows

over time. This type of approach would be beneficial for looking
at total usage, something we were unable to do in this study.

Nevertheless, we were able to observe these effects outside of
a controlled research setting, which was one of our goals, since
control groups are often impractical in large, naturalistic data
sets. The use of multilevel models offered us a way to sidestep
some (but not all) problems with an uncontrolled design.
Within-person terms of the model (focusing on whether usage
at different time points led to changes in well-being for any
given person) are less vulnerable to traditional criticisms of an
uncontrolled study. However, between-persons terms (finding
that some users do better than others) are still vulnerable to
concerns about sample bias. This approach to evaluating
effectiveness, while not at all the same as conducting an RCT,
may allow researchers to get an estimate of effectiveness when
an RCT is not possible.

Study 2
Study 1 provided evidence that users who interacted with the
site more often also reported higher levels of well-being.
However, it did not suggest the ways of engaging with the site
that were associated with improvement. An important means
of addressing this question is by analyzing the language
expressed by users as they complete activities. By using big
data techniques to determine the topics associated with user
improvement, we can provide insight to users’ spontaneous
behavior; that is, what behaviors are beneficial when users are
free to engage with an intervention however they wish. Because
our methods were data driven, they allowed the data to speak
for themselves. We had no specific, pre hoc hypotheses about
our results. Our goals were to develop insight into the kinds of
spontaneous engagement that are associated with successful
outcomes in large, open Internet well-being interventions such
as Happify. Looking only at users who were engaged to begin
with, we isolated the language associated with improvement,
giving insight into the maximally effective ways to be engaged.
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Study 2 Methods

Materials
For all linguistic analyses, our dependent variables of interest
were the same pair of self-report surveys used in study 1. We
derived predictor variables from task-based text that participants
wrote over the course of their time (see the general Methods
section above for more description of the activities on the site)
using natural language processing methods described below.

Participants
To construct stable outcome variables based on the well-being
scales, we limited linguistic analysis to users who completed

the scales at least twice and who had a span of at least 30 days
between first and last self-report. Table 4 lists differences
between those who met these criteria and those who did not.
Note that demographic information was not available for all
participants with ≥500 words, so the users analyzed here are
only a subset of those used in our analysis. In addition, because
large amounts of an individual’s language are required for
reliable language analysis [38], we only considered users who
wrote at least 500 words across all free-text tasks. This left us
with a final sample of 10,818 users. Participants in the sample
used Happify over an average of 168 days, and they wrote an
average of 51.23 words for each task they completed.

Table 4. Differences in demographic variables between the sample (<500 words, n=2,073,333) and those not included in the analysis for study 2 (≥500
words, n=4790).

P valuedfCramer Vχ2≥500 words
% (n)

<500 words,
% (n)

Characteristics

<.0012.02169.19Sex

9% (431.10)12% (248799.96)Male

90% (4311.00)87% (1803799.71)Female

<.0016.04381.55Age range (years)

19% (910.10)19% (393933.27)18–24

37% (1,772.30)30% (621,999.90)25–34

24% (1,149.60)24% (497,599.92)35–44

14% (670.60)17% (352,466.61)45–54

6% (287.40)8% (165,866.64)55–64

1% (47.90)2% (41,466.66)≥65

<.0015.03155.44Employment status

2% (95.80)3% (62,199.99)Retired

12% (574.80)12% (248,799.96)Self-employed

8% (383.20)6% (124,399.98)Unemployed

16% (766.40)14% (290,266.62)Student

52% (2,490.80)58% (1,202,533.14)Employed

7% (335.30)7% (145,133.31)Homemaker

<.0015.038951.68Parental status

7% (335.30)7% (145,133.31)Children ≥19 years

3% (143.70)2% (41,466.66)Children 13–18 years

10% (479.00)5% (103,666.65)Children 0–12 years

5% (239.50)5% (103,666.65)Children of different ages

45% (2,155.50)15% (310,999.95)No children

Table 5 shows descriptive statistics for the sample, as well as
an analysis of baseline differences between users in our sample
and the remaining users in the user base. Users in the study 2
sample had significantly higher well-being at their first
assessment than did users who did not write ≥500 words. Not

surprisingly, this subsample is not a random subset of the overall
user base—a very specific set of users engaged with the site
frequently enough to yield the amount of text needed by this
analysis.
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Table 5. Baseline characteristics for the study 2 sample on both dependent variables, and analysis of the difference between users in the study sample
(who wrote ≥500 words) and users who wrote <500 words.

dP valuedftSDMean scoreaNo.Dependent variables

Positive emotion

.46<.001721,164–47.4119.9739.43710,348<500 words

20.1148.6310,818≥500 words

Life satisfaction

.42<.001721,164–44.3923.3652.31710,348<500 words

24.2662.3910,818≥500 words

aScored on a scale of 1–100 in the Happify Scale.

This sample was clearly not randomly taken from the population
of Happify users, and is therefore likely not representative of
the whole user base. However, focusing specifically on highly
active users let us explore the kind of activity associated with
improvement. Even among highly engaged users, there was
variance in improvement experienced. Therefore, simply using
an intervention often may not be enough for it to be effective.
There are likely specific behaviors and psychological
orientations associated with improvement. Our linguistic
analysis used data-driven techniques to reveal these factors.

Procedures

Text Preprocessing
Some Happify tasks contained multiple text fields. We combined
all text for a given task instance into a single document for topic
modeling. Hard returns were replaced with a “<newline>”
placeholder. Tokenization, feature extraction (other than topic
modeling), regression, and correlation analysis were performed
in Python version 2.7 (Python Software Foundation).

Topic Modeling
We clustered users’ free text using a latent Dirichlet allocation
(LDA), a topic modeling technique [39]. The LDA technique
assumes that documents (in our case, text from a single task
instance) comprises a combination of topics, and that each topic
is a cluster of words. Using the words found in each document,
the makeup of each topic is estimated using Gibbs sampling
[40,41]. We used the Mallet implementation of the LDA
algorithm [40] to produce 200 topics, adjusting the alpha
parameter (alpha=5) to tune for fewer topics per document due
to each document’s short length compared with typical
applications of LDA (eg, encyclopedia or news articles).
Previous work by members of our research group [42] used a
larger number of topics, 2000, but the task-directed language
in the study 2 data set led to reduced variability in language,
able to be captured with a smaller number of topics. To use
topics as features, we calculated the probability of a user’s topic
usage, p(topic | user), using LDA outputs and user word
probabilities (see [41] for details). This gives a 200-dimensional
vector representing the language of each user, where each
dimension maps onto a discrete topic word cluster.

Factor Analysis of Topics
LDA produces topics that can be strongly intercorrelated over
users [43,44]; that is, if topics are correlated, when users write

about certain topics, they tend to also write about other specific
topics that are related to them. For example, a user who writes
about cooking is more likely to also write about dessert than
about schoolwork, even though “cooking” and “dessert”
constitute 2 separate topics.

Multimedia Appendix 2 shows the intertopic correlation matrix
and scree plot for the 200 topics. While most topic correlations
were weak or very weak, 41 topic pairs exhibited moderate
correlations, and 6 topic pairs exhibited strong or very strong
correlations. To account for topic correlation, we ran exploratory
factor analysis on topic scores using varimax rotation. Based
on the scree plot, we decided to use a 50-factor solution that
exhibited a close fit (root mean square error of approximation
of 0.01807) explaining 32.5% of overall variation. The resulting
factors may be viewed as patterns of user behavior.

In summary, the LDA topics clustered together aspects of
messages that likely had some similarity. The factor analysis
clustered together topics that tended to co-occur within the same
user. This difference allowed us to answer similar but distinct
questions: (1) What do people write about that is related to
effective engagement with the intervention? (2) What types of
general user behavior are related to effective engagement with
the intervention?

Outcome Variables
We constructed ordinary least squares regressions with time
(days since first response) as the independent variable and an
overall well-being measure constructed by aggregating the
positive emotion score and the overall life satisfaction score as
a dependent variable. Our outcome for each participant was the
ordinary least squares regression slopes of users’ total score
(positive emotion plus life satisfaction) change over time.
Positive emotion and life satisfaction subscales were correlated
at r=.61, and analyzing them separately did not produce
meaningfully different results (see Multimedia Appendix 3).
Therefore, for simplicity, we combined these variables into a
single score of subjective well-being [45].

Correlation Analysis
Using the technique of differential language analysis [9], we
correlated users’ well-being change over time with language
rates on two levels: LDA topics and user-level factors.

Because this analysis involves multiple, independent tests, which
increases the possibility of type I error, we applied
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Benjamini-Hochberg false discovery rate correction to our
results, which adjusts P values based on the number of tests run
[46].

A positive correlation indicated that the language feature was
associated with improvement in well-being. If a particular topic
positively correlated with the outcome, then it meant that writing
more often about that topic was associated with higher levels
of improvement in well-being over time. Because of our specific
interest in users’ improvement, we only considered positive
correlations between language features and outcomes.

Study 2 Results

Topics
A total of 14 topics significantly predicted increased well-being.
The topics with the strongest relationship tended to be about
directly engaging with negative thoughts and emotions, but
some also included descriptions of positive experiences. Figure
2 displays examples of each kind. All topics with a significant
effect are included in Multimedia Appendix 4.

We reran the topic analysis only for users with initially high
well-being to address the possibility that the results were
influenced by a ceiling effect. The results are similar to those
of the overall sample (see Multimedia Appendix 5).

Factors
A total of 3 factors significantly predicted increased well-being,
and they also primarily centered on engaging actively with
negative experiences. For ease of interpretability, we labelled
these factors with 3 distinct aspects of this process: (1)
restructuring negative thoughts, (2) controlling anxiety, and (3)
coming to terms with interpersonal strife. These labels, while
open to interpretation and derived post hoc (not from the
language analysis), support the general pattern of an actively
positive orientation toward life difficulty. Figure 3 illustrates
the 5 highest-loading topics for these 3 factors. These factors
describe general user behavior, providing a more contextualized
view of the language associated with successful engagement.

Figure 2. Example topics predicting increased well-being.
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Figure 3. The 5 highest-loading topics within the 3 factors predicting improved well-being. The top left factor contains topics about negative thoughts
(restructuring negative thoughts). The top right factor contains topics about dealing with anxiety (controlling anxiety). The bottom factor contains topics
about past experiences, and conflicts and interactions with other people (coming to terms with interpersonal strife).

Study 2 Discussion
Automatic language analysis revealed the topics and factors
associated with successful engagement with Internet well-being
interventions. Of note is that increased positive affect and life
satisfaction were associated with negatively valenced topics
containing such words as “negative,” “anxiety,” and “worrying.”
Among those who were already highly engaged, the most
successful users addressed their unpleasant thoughts, anxieties,
and difficulties. This result is consistent with previous,
experimentally based theories. Cognitive therapy techniques
focus on intervening in maladaptive thought patterns [47]. Also,
previous research has shown health and well-being benefits
specifically from writing about negative experiences [48,49].

One reason why users may have found themselves discussing
negative content was the structure of Happify. As discussed
above, users’ experiences on Happify are framed by tracks, or
sets of activities that are built around a common goal or theme.
The overwhelming majority of the user base chose
problem-focused tracks such as “conquering negative thoughts”
and “cope better with stress.” Therefore, while the tasks they
did were quite varied and were generally focused on positive
emotion, they also referred to negative aspects of the user’s life.
In that sense, we may also have been detecting adherence and
compliance wherein users who stayed on point with the goals
of the track by discussing negative content benefitted the most.

Successful users also focused on a variety of positive emotional
experiences. Notably, many of these experiences referred

specifically to positive emotions, such as pride, enjoyment,
appreciation, and celebration, which are reactions to specific
objects or events rather than general moods.

In general, users who increased their well-being wrote frankly
about their unpleasant or unadaptive thoughts and feelings,
addressing these negative experiences with direct strategy.
However, they did not write solely about unpleasant things, and
therefore they balanced both positive and negative topics. These
qualitatively induced conclusions are based on real-world data
and capture important trends in people’s spontaneous attempts
to increase their own well-being. In other words, even among
users who engaged strongly with the interventions, there was
variance in how much benefit they received. Users who put in
the effort of working through their unpleasant emotions and
thoughts had the greatest improvement in well-being. Probably
due to the relative sparseness of language for each user,
correlations between these topics and outcomes were rather
weak (see Multimedia Appendixes for details). This fact reveals
another important feature of big data methods: they allow
researchers to uncover subtle effects such as these that would
have been hidden in smaller samples. Though small, these results
help explain well-being improvement across a large number of
people in an uncontrolled setting, and therefore potentially have
dramatic real-world impact. Furthermore, the open nature of
these platforms means that data will continue to accrue, allowing
increasingly powerful and nuanced language analyses.
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Discussion

The goal of this study was to showcase the advantages of
analyzing intervention data in a massive but uncontrolled
dataset. Our goal was to try two novel methods for making sense
of the chaos in uncontrolled and potentially overwhelming
intervention data. In study 1, consistent with hypotheses and
with previous research [16,18], we found that the average
Happify user improved in well-being by about 11% over the
course of 8 weeks. However, without a control group, it is
difficult to infer that the intervention, and not the passage of
time or other factors, led to the observed improvement. Thus,
we also explored within-person dose-response relationships and
found that users reported higher well-being during periods of
time when they used Happify more frequently. While this type
of design is weaker than its more controlled counterparts when
inferring overall effectiveness, it does allow us to explore what
happens to users while they use an intervention at a finer level
of granularity, week by week, as their usage levels vary. It may
also help us to determine what level of usage is optimal or
whether, at some point, more usage stops being better.

The within-person analysis with usage predicting well-being
week to week is interesting in that it looked not only at
differences between users, but also differences within users at
different dosages of the intervention. While this type of approach
is typical in diary and experience sampling research, it is seen
less frequently in intervention research. Baseline well-being
was a moderator, such that users with lower starting well-being
improved more. This is also consistent with previous work
[17,18]. Using natural language analysis, a procedure only
possible in large datasets, study 2 yielded a snapshot of what
processes may be going on when users successfully practice
activities on Happify. Rather than focusing solely on the
positive, users appeared to be using happiness-focused activities
as a way of working through problems. In some sense, this is
surprising, because the activities in the STAGE model are all
focused on positive experiences and cognitions. However, there
is evidence that writing about the negative can help individuals
create a meaningful narrative, which may also be happening
[48].

When evaluating effectiveness, many researchers may avoid
these kinds of data because the lack of a control group makes
it difficult to establish the effectiveness of an intervention. To
address this problem, we also examined within-person variation,
watching how each user’s well-being varied as a function of
their usage frequency. Control groups typically exist to account
for systematic differences between participants in each group,
as well as natural change over time. A within-person analysis
is less subject to these concerns, since each data point comes
from the same person. Using this approach, our results indicated
that, for most users, usage and well-being went hand in hand,
with greater usage during a given 2-week period predicting
higher well-being at the end of that period. We were also able
to include the effects of individual differences by visualizing
these data using spaghetti plots. The plots indicated that,
although a small number of outliers existed, the positive
relationship between usage and well-being held true for most
of the sample.

Another hesitation that many researchers might have is the
inability to explore theoretical mechanisms. However, we were
able to create insight into mechanisms with the use of linguistic
analysis to identify topics that were more likely to be used by
users whose well-being improved. Discussion of negative topics,
especially negative thoughts, was associated with better
outcomes. Users acknowledging and engaging with their
anxieties and unadaptive cognitive patterns reaped benefits.
While these results are ultimately just correlational, they provide
a descriptive snapshot of what distinguishes effective use of the
intervention from less effective use. Furthermore, as research
converges on the types of language use that are most strongly
related to improvement, this kind of fine-grained data can
provide intervention designers with feedback on how to present
an activity. For example, if focusing on negative topics continues
to emerge as a common factor among people who benefit from
Happify, then Happify would do well to revise activity
instructions to encourage users to focus on negative topics.

The nature of the dataset also carried specific advantages over
more structured intervention research study designs. Most
apparent is the large sample size, which was several orders of
magnitude greater than all but the most ambitious randomized
studies. This large sample size allowed us to generate parameters
with a high amount of confidence, including the standard errors
generally in the 0.01–0.03 range, with tight 95% confidence
intervals. It also allowed us to do a moderator analysis that
examined differences between people whose baseline well-being
was high or low, without hindering our ability to detect effects.
Often, moderator analyses are reserved for meta-analyses, where
the data of multiple studies are available. Also, automatic
language analysis requires large amounts of data to provide
valid results, rendering it an impossible tool in most controlled
intervention studies. Furthermore, the very nature of these
datasets means that they are continually expanding. As the
amount of data increases, so too does the ability of researchers
to measure and isolate nuanced effects.

The dearth of experimental control over variables within our
data, while in some ways a liability, also provided access to
important research questions. In the real world, users are free
to engage with interventions whenever and however they wish;
these variables are therefore important to consider in studying
general effectiveness. Our data describe participants’
spontaneous behavior; that is, their levels of engagement in the
midst of their everyday lives and their freely chosen strategies
when using the intervention. We therefore provide results that
are not only externally valid but also engage with variables that
would be “controlled away” in many other designs.

Many authors have noted the need for new methodologies to
accommodate the rapidly changing landscape of Internet
intervention research [2,3]. We modeled the use of some
alternative strategies that yield valid information about outcome
and process in Internet interventions. Thus far, we have focused
on the benefits of using real-world intervention data. It is,
however, worthwhile to discuss some limitations as well.

Limitations
Real-world interventions are constantly changing by releasing
new content, revamping existing features, and providing
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interactions with other users via discussion forums, and that
presents a challenge to researchers who are trained to keep as
many factors as constant as possible [50]. Furthermore, the
effectiveness evaluation approach we used relies on
within-person variation in usage, which is not as clean an
independent variable as randomly assigned group membership.
Users are self-selected on several levels from their decision to
try Happify at all, and even more so in their continued use. The
nature of our analytic strategy—using usage, text input, and
well-being data—restricted us to users who provided that type
of data in sufficient quantity. For study 1, we were limited to
users who completed well-being assessments. For study 2, we
were limited to users who wrote ≥500 words. For both studies,
we had demographic data only for users who reported them. In
all of these cases, many, many users were eliminated from our
sample due to insufficient data. We can’t analyze data that we
don’t have and, as a result, our samples were biased. We took
some measures to explore the nature of that bias, but missing
data makes it difficult to be sure that we understand every
potential way that the data are not representative of the overall
user base.

While temporal precedence of usage behavior compared with
well-being scores allowed for some measure of ability to infer
causality, there were also potential third variables that could
have influenced both usage and well-being. One major concern
was the role of dropouts in our findings. Dropouts are common,
and dropout rates are high, even in controlled research studies
where some incentive for participation may be provided [51].
In a consumer environment, where users are customers and it
is a buyer’s market, the frequency of dropout becomes even
greater [51]. This was apparent in our sample, where the rate
of attrition mirrors that observed in other published analyses of
uncontrolled intervention datasets. While high attrition rates are
certainly cause for concern and caution when interpreting
findings, they do not render a study without value [51].
Nevertheless, it is important to consider potential sources of
bias that may be introduced with so large a percentage of the
sample missing and, as much as possible, to account for those
missing data using appropriate statistical approaches.

We made some attempts to uncover any possible differences
between people who did and those who did not engage in
Happify enough to meet our inclusion criteria, and we did find
some key differences between users who were highly engaged
(completing ≥2 assessments or writing ≥500 words) and those
who were not highly engaged. Available demographic data
were, however, limited and many other factors that we did not
measure may have played a role in dropouts. Therefore, there
remain other potential biases in our samples that are difficult to
determine. The linguistic analysis has its own limitations in
terms of control. Due to the large amounts of language required
for analysis, we were unable to observe the specific pattern of
changes in language use over time as a result of intervention
use.

We also acknowledge that our mode of measuring well-being
using two self-report measures, based on the subjective
well-being model, is just one of many possible ways to measure
well-being. Self-report measures exist for other
conceptualizations, including psychological well-being [52]

and mental well-being [53]. Beyond that, it is possible to
measure emotions on a more day-to-day basis using experience
sampling methods, a methodology that is becoming more and
more possible as more people begin to carry mobile phones.
Furthermore, recent technological advances in wrist-worn
technology bring variables such as heart rate variability within
the grasp of researchers. There are many possible frontiers for
advancing the assessment of well-being in big data research;
ours was just a first step.

Another issue with real-world intervention data is a
preponderance of statistical power. Study 1 analyzed the data
of over 150,000 participants; at that sample size, nearly
everything is significant, and statistical significance therefore
cannot be relied on as an indication of which findings are
“important.” The potential for overpowering is just as great in
the linguistic analysis, where many effects, while statistically
significant, were very small. As linguistic analysis of this kind
is relatively new, it is hard to know what constitutes a
meaningful effect. Future research is needed to explore the
predictive power of word and topic usage on future behavior to
clarify how much this particular process matters for well-being.

Finally, data from real-world interventions are problematic in
that they have a reputation for being inaccessible to researchers.
It is not always of interest to a company to produce scientific
research, and it is not always of interest to researchers to have
conversations with companies. We would encourage both groups
to reach out to one another and forge mutually beneficial
relationships. Published research using company data can
strengthen the company’s legitimacy. Researchers can access
massive, free (to them!) datasets containing outcomes that often
are not available in more controlled settings, which is, we hope
we have convinced the reader, worth pursuing.

Ethics: An Outstanding Issue
Although we aimed in this study to help establish some new
and interesting approaches to analyzing big intervention data,
there are some issues that our research raises, but does not
address. One important topic for further discussion is the ethics
of consent in the context of commercial products. Is passive
consent by endorsing a user agreement enough, or should there
be more active consent procedures? For example, one might
imagine implementing a “use my data for research” dialogue
box on each user’s profile that is opt-in, so data are only
analyzed for users who have considered the risks and decided
to make their data available. At the same time, doing so would
greatly restrict both the sample size and potentially the sample’s
validity; what systematic differences might exist between users
who do not opt into research? Wouldn’t a user need to be
relatively engaged in the first place in order to opt in to research?
And, if so, wouldn’t it be impossible to examine differences
between users who engage highly and users who do not, since
researchers would not have access to the data of those who do
not? It seems clear that in a research context, where users would
be randomly assigned between conditions and one or more of
those conditions may be intended as “inert,” informed consent
is a necessity. However, more discussion is needed to develop
standards for consent in a context that lacks random assignment,
where everyone gets the “best” possible product, and where the
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purpose of the site is not to collect data or perform an
experiment, but to deliver that product to the public.

Conclusions
We have provided some novel insight into the relationship
between general usage of a Web- and app-based platform, as
well as the use of specific topics, and change in well-being. We
have not, of course, provided an exhaustive or comprehensive

review of big data methodologies that might be appropriate for
Internet interventions. However, we hope we have effectively
argued that analytic methods for unstructured intervention data
are needed; without them, entire, massive, naturalistic datasets
will remain out of reach. We also hope that our initial attempt
at exploring such an unstructured dataset will spark others to
experiment with these approaches and improve them.

 

Acknowledgments
This work was partially supported by a grant from the Templeton Religion Trust (ID #TRT0048).

Conflicts of Interest
RZ and AP are equity holders of Happify, which served as the data source for all analyses in this paper. RZ is a full-time employee
and AP is a half-time employee of Happify. JC, PC, HAS, LS, and AC have no financial relationship with Happify.

Multimedia Appendix 1
Cluster quality chart for split between distressed and nondistressed users in Happify.

[PDF File (Adobe PDF File), 15KB - jmir_v18i8e241_app1.pdf ]

Multimedia Appendix 2
Heat map for intercorrelations among 200 topics and scree plot. These patterns describe largely small intercorrelations, but with
a not insubstantial number of moderate, positive correlations, suggesting that factor analysis may reveal meaningful
factors.Eigenvalues of the Correlation Matrix of Topic Scores.

[PDF File (Adobe PDF File), 77KB - jmir_v18i8e241_app2.pdf ]

Multimedia Appendix 3
The five topics most strongly correlated with positive emotion and life satisfaction.

[PDF File (Adobe PDF File), 956KB - jmir_v18i8e241_app3.pdf ]

Multimedia Appendix 4
All topics significantly correlated with well-being improvement and reduction. Topics predicting increased well-being.

[PDF File (Adobe PDF File), 138KB - jmir_v18i8e241_app4.pdf ]

Multimedia Appendix 5
Topics predicting increased well-being among users in the top tercile of initial well-being.

[PDF File (Adobe PDF File), 44KB - jmir_v18i8e241_app5.pdf ]

References
1. Halevi G. Research Trends: Special Issue on Big Data. Amsterdam: Elsevier; 2012 Sep 30. URL: https://www.

researchtrends.com/wp-content/uploads/2012/09/Research_Trends_Issue30.pdf [accessed 2016-06-17] [WebCite Cache
ID 6iLACPaoo]

2. Schueller SM, Munoz RF, Mohr DC. Realizing the potential of behavioral intervention technologies. Curr Dir Psychol Sci
2013 Dec 03;22(6):478-483. [doi: 10.1177/0963721413495872]

3. Sanson-Fisher RW, Bonevski B, Green LW, D'Este C. Limitations of the randomized controlled trial in evaluating
population-based health interventions. Am J Prev Med 2007 Aug;33(2):155-161. [doi: 10.1016/j.amepre.2007.04.007]
[Medline: 17673104]

4. Munoz RF, Bunge EL, Chen K, Schueller SM, Bravin JI, Shaughnessy EA, et al. Massive open online interventions: a
novel model for delivering behavioral-health services worldwide. Clin Psychol Sci 2015 May 13:1-12. [doi:
10.1177/2167702615583840]

J Med Internet Res 2016 | vol. 18 | iss. 8 | e241 | p.16http://www.jmir.org/2016/8/e241/
(page number not for citation purposes)

Carpenter et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.jmir.org/article/downloadSuppFile/5725/38633
http://www.jmir.org/article/downloadSuppFile/5725/38633
http://www.jmir.org/article/downloadSuppFile/5725/34642
http://www.jmir.org/article/downloadSuppFile/5725/34642
http://www.jmir.org/article/downloadSuppFile/5725/34644
http://www.jmir.org/article/downloadSuppFile/5725/34644
http://www.jmir.org/article/downloadSuppFile/5725/37099
http://www.jmir.org/article/downloadSuppFile/5725/37099
http://www.jmir.org/article/downloadSuppFile/5725/34645
http://www.jmir.org/article/downloadSuppFile/5725/34645
https://www.researchtrends.com/wp-content/uploads/2012/09/Research_Trends_Issue30.pdf
https://www.researchtrends.com/wp-content/uploads/2012/09/Research_Trends_Issue30.pdf
http://www.webcitation.org/6iLACPaoo
http://www.webcitation.org/6iLACPaoo
http://dx.doi.org/10.1177/0963721413495872
http://dx.doi.org/10.1016/j.amepre.2007.04.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17673104&dopt=Abstract
http://dx.doi.org/10.1177/2167702615583840
http://www.w3.org/Style/XSL
http://www.renderx.com/


5. Thadhani R, Tonelli M. Cohort studies: marching forward. Clin J Am Soc Nephrol 2006 Sep;1(5):1117-1123 [FREE Full
text] [doi: 10.2215/CJN.00080106] [Medline: 17699334]

6. Whitaker HJ, Farrington CP, Spiessens B, Musonda P. Tutorial in biostatistics: the self-controlled case series method. Stat
Med 2006 May 30;25(10):1768-1797. [doi: 10.1002/sim.2302] [Medline: 16220518]

7. Whitaker HJ, Hocine MN, Farrington CP. The methodology of self-controlled case series studies. Stat Methods Med Res
2009 Feb;18(1):7-26. [doi: 10.1177/0962280208092342] [Medline: 18562396]

8. Anguera JA, Jordan JT, Castaneda D, Gazzaley A, Areán PA. Conducting a fully mobile and randomised clinical trial for
depression: Access, engagement and expense. BMJ Innov 2016 Jan;2(1):14-21 [FREE Full text] [doi:
10.1136/bmjinnov-2015-000098] [Medline: 27019745]

9. Schwartz H, Eichstaedt J, Dziurzynski L, Kern M, Blanco E, Kosinki M, et al. Toward personality insights from language
exploration in social media. 2013 Presented at: AAAI Spring Symposium Series: Analyzing Microtext; March 15, 2013;
Stanford, CA, USA URL: http://www.aaai.org/ocs/index.php/SSS/SSS13/paper/view/5764/5915 [WebCite Cache ID
6k9bsqzZc]

10. Eichstaedt JC, Schwartz HA, Kern ML, Park G, Labarthe DR, Merchant RM, et al. Psychological language on Twitter
predicts county-level heart disease mortality. Psychol Sci 2015 Feb;26(2):159-169 [FREE Full text] [doi:
10.1177/0956797614557867] [Medline: 25605707]

11. Mohr DC, Schueller SM, Montague E, Burns MN, Rashidi P. The behavioral intervention technology model: an integrated
conceptual and technological framework for eHealth and mHealth interventions. J Med Internet Res 2014;16(6):e146 [FREE
Full text] [doi: 10.2196/jmir.3077] [Medline: 24905070]

12. Mohr DC, Burns MN, Schueller SM, Clarke G, Klinkman M. Behavioral intervention technologies: evidence, review, and
recommendations for future research in mental health. Gen Hosp Psychiatry 2013 Aug;35(4):332-338 [FREE Full text]
[doi: 10.1016/j.genhosppsych.2013.03.008] [Medline: 23664503]

13. Bolger N, Laurenceau J. Intensive Longitudinal Methods: An Introduction to Diary and Experience Sampling Research
(Methodology in the Social Sciences). New York, NY: The Guilford Press; 2013.

14. Schueller SM, Parks AC. Disseminating self-help: positive psychology exercises in an online trial. J Med Internet Res 2012
Jun;14(3):e63 [FREE Full text] [doi: 10.2196/jmir.1850] [Medline: 22732765]

15. Seligman ME, Steen TA, Park N, Peterson C. Positive psychology progress: empirical validation of interventions. Am
Psychol 2005 Aug;60(5):410-421. [doi: 10.1037/0003-066X.60.5.410] [Medline: 16045394]

16. Lyubomirsky S, Dickerhoof R, Boehm JK, Sheldon KM. Becoming happier takes both a will and a proper way: an
experimental longitudinal intervention to boost well-being. Emotion 2011 Apr;11(2):391-402 [FREE Full text] [doi:
10.1037/a0022575] [Medline: 21500907]

17. Sergeant S, Mongrain M. Distressed users report a better response to online positive psychology interventions than
nondistressed users. Can Psychol 2015;56(3):322-331. [doi: 10.1037/cap0000034]

18. Sin NL, Lyubomirsky S. Enhancing well-being and alleviating depressive symptoms with positive psychology interventions:
a practice-friendly meta-analysis. J Clin Psychol 2009 May;65(5):467-487. [doi: 10.1002/jclp.20593] [Medline: 19301241]

19. Parks AC, Della Porta MD, Pierce RS, Zilca R, Lyubomirsky S. Pursuing happiness in everyday life: the characteristics
and behaviors of online happiness seekers. Emotion 2012 Dec;12(6):1222-1234. [doi: 10.1037/a0028587] [Medline:
22642345]

20. Aikens KA, Astin J, Pelletier KR, Levanovich K, Baase CM, Park YY, et al. Mindfulness goes to work: impact of an online
workplace intervention. J Occup Environ Med 2014 Jul;56(7):721-731. [doi: 10.1097/JOM.0000000000000209] [Medline:
24988100]

21. Niemiec RM. Mindful living: character strengths interventions as pathways for the five mindfulness trainings. Int J Wellbeing
2012 Apr 28;2(1):22-33. [doi: 10.5502/ijw.v2i1.2]

22. Emmons RA, McCullough ME. Counting blessings versus burdens: an experimental investigation of gratitude and subjective
well-being in daily life. J Pers Soc Psychol 2003 Feb;84(2):377-389. [Medline: 12585811]

23. Fagley N. Appreciation uniquely predicts life satisfaction above demographics, the Big 5 personality factors, and gratitude.
Pers Individual Differences 2012 Jul;53(1):59-63. [doi: 10.1016/j.paid.2012.02.019]

24. Layous K, Katherine Nelson S, Lyubomirsky S. What is the optimal way to deliver a positive activity intervention? The
case of writing about one's best possible selves. J Happiness Stud 2012 May 6;14(2):635-654. [doi:
10.1007/s10902-012-9346-2]

25. Ho MY, Cheung FM, Cheung SF. The role of meaning in life and optimism in promoting well-being. Pers Individual
Differences 2010 Apr;48(5):658-663. [doi: 10.1016/j.paid.2010.01.008]

26. Thoits PA, Hewitt LN. Volunteer work and well-being. J Health Soc Behav 2001 Jun;42(2):115-131. [Medline: 11467248]
27. Allen AB, Leary MR. Self-compassion, stress, and coping. Soc Personal Psychol Compass 2010 Feb 1;4(2):107-118 [FREE

Full text] [doi: 10.1111/j.1751-9004.2009.00246.x] [Medline: 20686629]
28. Diener E, Diener C. Most people are happy. Psychol Sci 1996 May;7(3):181-185. [doi: 10.1111/j.1467-9280.1996.tb00354.x]
29. Watson D, Clark LA, Tellegen A. Development and validation of brief measures of positive and negative affect: the PANAS

scales. J Pers Soc Psychol 1988 Jun;54(6):1063-1070. [Medline: 3397865]

J Med Internet Res 2016 | vol. 18 | iss. 8 | e241 | p.17http://www.jmir.org/2016/8/e241/
(page number not for citation purposes)

Carpenter et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://cjasn.asnjournals.org/cgi/pmidlookup?view=long&pmid=17699334
http://cjasn.asnjournals.org/cgi/pmidlookup?view=long&pmid=17699334
http://dx.doi.org/10.2215/CJN.00080106
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17699334&dopt=Abstract
http://dx.doi.org/10.1002/sim.2302
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16220518&dopt=Abstract
http://dx.doi.org/10.1177/0962280208092342
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18562396&dopt=Abstract
http://europepmc.org/abstract/MED/27019745
http://dx.doi.org/10.1136/bmjinnov-2015-000098
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27019745&dopt=Abstract
http://www.aaai.org/ocs/index.php/SSS/SSS13/paper/view/5764/5915
http://www.webcitation.org/6k9bsqzZc
http://www.webcitation.org/6k9bsqzZc
http://europepmc.org/abstract/MED/25605707
http://dx.doi.org/10.1177/0956797614557867
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25605707&dopt=Abstract
http://www.jmir.org/2014/6/e146/
http://www.jmir.org/2014/6/e146/
http://dx.doi.org/10.2196/jmir.3077
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24905070&dopt=Abstract
http://linkinghub.elsevier.com/retrieve/pii/S0163-8343(13)00069-8
http://dx.doi.org/10.1016/j.genhosppsych.2013.03.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23664503&dopt=Abstract
http://www.jmir.org/2012/3/e63/
http://dx.doi.org/10.2196/jmir.1850
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22732765&dopt=Abstract
http://dx.doi.org/10.1037/0003-066X.60.5.410
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16045394&dopt=Abstract
http://europepmc.org/abstract/MED/21500907
http://dx.doi.org/10.1037/a0022575
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21500907&dopt=Abstract
http://dx.doi.org/10.1037/cap0000034
http://dx.doi.org/10.1002/jclp.20593
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19301241&dopt=Abstract
http://dx.doi.org/10.1037/a0028587
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22642345&dopt=Abstract
http://dx.doi.org/10.1097/JOM.0000000000000209
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24988100&dopt=Abstract
http://dx.doi.org/10.5502/ijw.v2i1.2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12585811&dopt=Abstract
http://dx.doi.org/10.1016/j.paid.2012.02.019
http://dx.doi.org/10.1007/s10902-012-9346-2
http://dx.doi.org/10.1016/j.paid.2010.01.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11467248&dopt=Abstract
http://europepmc.org/abstract/MED/20686629
http://europepmc.org/abstract/MED/20686629
http://dx.doi.org/10.1111/j.1751-9004.2009.00246.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20686629&dopt=Abstract
http://dx.doi.org/10.1111/j.1467-9280.1996.tb00354.x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=3397865&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


30. Diener E, Emmons RA, Larsen RJ, Griffin S. The Satisfaction With Life Scale. J Pers Assess 1985 Feb;49(1):71-75. [doi:
10.1207/s15327752jpa4901_13] [Medline: 16367493]

31. Crawford JR, Henry JD. The positive and negative affect schedule (PANAS): construct validity, measurement properties
and normative data in a large non-clinical sample. Br J Clin Psychol 2004 Sep;43(3):245-265. [doi:
10.1348/0144665031752934] [Medline: 15333231]

32. Cohen J. Statistical Power Analysis for the Behavioral Sciences. 2nd edition. New York, NY: Routledge; 1988.
33. Chiu T, Fang D, Chen J. A robust scalable clustering algorithm for mixed type attributes in large database environment.

2001 Presented at: Seventh ACM SIGKDD international conference on Knowledge discovery and data mining; August
26-29, 2001; San Francisco, CA, USA. [doi: 10.1145/502512.502549]

34. Okazaki S. What do we know about mobile Internet adopters? A cluster analysis. Inform Manage 2006 Mar;43(2):127-141.
[doi: 10.1016/j.im.2005.05.001]

35. Norusis M. IBM SPSS Statistics 19 Statistical Procedures Companion. 1st edition. Upper Saddle River, NJ: Prentice Hall;
2012.

36. Bolger N, Laurenceau J. Intensive Longitudinal Methods: An introduction to Diary and Experience Sampling Research.
Chapter 5: Modeling the Within-Subject Causal Process. URL: http://www.intensivelongitudinal.com/ch5/ch5index.html
[accessed 2016-06-10] [WebCite Cache ID 6iAhW63F8]

37. Robinson GK. That BLUP is a good thing: the estimation of random effects. Stat Sci 1991 Feb;6(1):48-51. [doi:
10.1214/ss/1177011933]

38. Sap M, Par G, Eichstaedt J. Developing age and gender predictive lexica over social media. 2014 Presented at: Conference
on Empirical Methods in Natural Language Processing; October 25-29, 2014; Doha, Qatar p. 1146-1151 URL: http://wwbp.
org/papers/emnlp2014_developingLexica.pdf [WebCite Cache ID 6k9cOGU2b]

39. Blei D, Ng A, Jordan M. Latent Dirichlet allocation. J Machine Learning Res 2003;3(4/5):993-1022. [doi:
10.1162/jmlr.2003.3.4-5.993]

40. Gelfand AE, Smith AFM. Sampling-based approaches to calculating marginal densities. J Am Stat Assoc 1990
Jun;85(410):398-409. [doi: 10.1080/01621459.1990.10476213]

41. Steyvers M, Griffiths T. Probabilistic topic models. In: Landauer TK, McNamara DS, Dennis S, Kintsch W, editors.
Handbook of Latent Semantic Analysis. 1st edition. Mahwah, NJ: Lawrence Erlbaum Associates; 2007:427-448.

42. Schwartz HA, Eichstaedt JC, Kern ML, Dziurzynski L, Ramones SM, Agrawal M, et al. Personality, gender, and age in
the language of social media: the open-vocabulary approach. PLoS One 2013;8(9):e73791 [FREE Full text] [doi:
10.1371/journal.pone.0073791] [Medline: 24086296]

43. Blei D, Lafferty J. Correlated topic models. In: Weiss YB, Schölkopf B, Platt J, editors. Advances in Neural Information
Processing Systems. 18th edition. Cambridge, MA: MIT Press; 2006.

44. Blei DM. Probabilistic topic models. Commun ACM 2012 Apr 01;55(4):77-84. [doi: 10.1145/2133806.2133826]
45. Diener E. Subjective well-being. Psychol Bull 1984 May;95(3):542-575. [Medline: 6399758]
46. Benjamini Y, Hochberg Y. Controlling the false discovery rate: a practical and powerful approach to multiple testing. J R

Stat Soc Ser B 1995;57(1):289-300 [FREE Full text] [doi: 10.2307/2346101]
47. Beck AT, Rush AJ, Shaw BF, Emery G. Cognitive Therapy of Depression. New York, NY: Guilford Press; 1979.
48. Pennebaker JW, Beall SK. Confronting a traumatic event: toward an understanding of inhibition and disease. J Abnorm

Psychol 1986 Aug;95(3):274-281. [Medline: 3745650]
49. Spera SP, Buhrfeind ED, Pennebaker JW. Expressive writing and coping with job loss. Acad Manage J 1994 Jun

01;37(3):722-733. [doi: 10.2307/256708]
50. Mohr DC, Schueller SM, Riley WT, Brown CH, Cuijpers P, Duan N, et al. Trials of intervention principles: evaluation

methods for evolving behavioral intervention technologies. J Med Internet Res 2015;17(7):e166 [FREE Full text] [doi:
10.2196/jmir.4391] [Medline: 26155878]

51. Eysenbach G. The law of attrition. J Med Internet Res 2005;7(1):e11 [FREE Full text] [doi: 10.2196/jmir.7.1.e11] [Medline:
15829473]

52. Ryff CD, Keyes CL. The structure of psychological well-being revisited. J Pers Soc Psychol 1995 Oct;69(4):719-727.
[Medline: 7473027]

53. Tennant R, Hiller L, Fishwick R, Platt S, Joseph S, Weich S, et al. The Warwick-Edinburgh Mental Well-being Scale
(WEMWBS): development and UK validation. Health Qual Life Outcomes 2007;5:63-76 [FREE Full text] [doi:
10.1186/1477-7525-5-63] [Medline: 18042300]

Abbreviations
LDA: latent Dirichlet allocation
RCT: randomized controlled trial
STAGE: savor, thank, aspire, give, and empathize

J Med Internet Res 2016 | vol. 18 | iss. 8 | e241 | p.18http://www.jmir.org/2016/8/e241/
(page number not for citation purposes)

Carpenter et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1207/s15327752jpa4901_13
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16367493&dopt=Abstract
http://dx.doi.org/10.1348/0144665031752934
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15333231&dopt=Abstract
http://dx.doi.org/10.1145/502512.502549
http://dx.doi.org/10.1016/j.im.2005.05.001
http://www.intensivelongitudinal.com/ch5/ch5index.html
http://www.webcitation.org/6iAhW63F8
http://dx.doi.org/10.1214/ss/1177011933
http://wwbp.org/papers/emnlp2014_developingLexica.pdf
http://wwbp.org/papers/emnlp2014_developingLexica.pdf
http://www.webcitation.org/6k9cOGU2b
http://dx.doi.org/10.1162/jmlr.2003.3.4-5.993
http://dx.doi.org/10.1080/01621459.1990.10476213
http://dx.plos.org/10.1371/journal.pone.0073791
http://dx.doi.org/10.1371/journal.pone.0073791
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24086296&dopt=Abstract
http://dx.doi.org/10.1145/2133806.2133826
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=6399758&dopt=Abstract
http://www.stat.purdue.edu/~doerge/BIOINFORM.D/FALL06/Benjamini%20and%20Y%20FDR.pdf
http://dx.doi.org/10.2307/2346101
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=3745650&dopt=Abstract
http://dx.doi.org/10.2307/256708
http://www.jmir.org/2015/7/e166/
http://dx.doi.org/10.2196/jmir.4391
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26155878&dopt=Abstract
http://www.jmir.org/2005/1/e11/
http://dx.doi.org/10.2196/jmir.7.1.e11
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15829473&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=7473027&dopt=Abstract
http://www.hqlo.com/content/5//63
http://dx.doi.org/10.1186/1477-7525-5-63
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18042300&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by G Eysenbach; submitted 05.03.16; peer-reviewed by A AL-Asadi, D Meyer, M Schotanus-Dijkstra, E Yom-Tov; comments
to author 28.03.16; revised version received 17.05.16; accepted 28.07.16; published 31.08.16

Please cite as:
Carpenter J, Crutchley P, Zilca RD, Schwartz HA, Smith LK, Cobb AM, Parks AC
Seeing the “Big” Picture: Big Data Methods for Exploring Relationships Between Usage, Language, and Outcome in Internet
Intervention Data
J Med Internet Res 2016;18(8):e241
URL: http://www.jmir.org/2016/8/e241/ 
doi:10.2196/jmir.5725
PMID:27580524

©Jordan Carpenter, Patrick Crutchley, Ran D Zilca, H Andrew Schwartz, Laura K Smith, Angela M Cobb, Acacia C Parks.
Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 31.08.2016. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0/), which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal
of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on
http://www.jmir.org/, as well as this copyright and license information must be included.

J Med Internet Res 2016 | vol. 18 | iss. 8 | e241 | p.19http://www.jmir.org/2016/8/e241/
(page number not for citation purposes)

Carpenter et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.jmir.org/2016/8/e241/
http://dx.doi.org/10.2196/jmir.5725
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27580524&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

